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Problem description

➢ Nucleate bubble in a heated cavity

➢ Data generated using flowmol 

(github.com/edwardsmith999/flowmol)

➢ Conversion factors

➢ Length - 1 = 0.34 nm

➢ Temp. - 1 = 125 K  

➢ Density - 0.7 = 1160 kg m-3

Density Temperature

https://github.com/edwardsmith999/flowmol
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Problem description

➢ Nucleate bubble in a heated cavity

➢ Properties and dimensions:

➢ Fluid: Argon

➢ Domain size, 𝐿0 = 1.6 × 10−7 m

➢ Cavity size, 𝛿 = 2.1 × 10−8 m

Heated wall

𝑳𝟎

𝛿
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Case setup

➢ One-way coupled simulation
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➢ MD runs first and data is stored in several snapshots
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Case setup

➢ One-way coupled simulation

➢ MD runs first and data is stored in several snapshots

➢ CFD is then coupled with MD through a time-dependent boundary condition

MD

OpenFOAM domain

coupled boundary

➢ Coupled boundary:

➢ Data is read from the MD snapshots every 10 

timesteps

➢ Fields: momentum (𝑢, 𝑣, 𝑤), temperature (𝑇), 

liquid volume fraction (𝛼𝐿)

➢ The volume fraction can be obtained in several 

ways, e.g.:

▪ 𝛼𝐿 =
𝜌−𝜌𝑉

𝜌𝐿−𝜌𝑉
 (VOF equation)

▪ ቊ
𝛼𝐿 = 1, 𝑖𝑓 𝜌 > 0.5(𝜌𝐿 + 𝜌𝑉)
𝛼𝐿 = 0, 𝑖𝑓 𝜌 ≤ 0.5(𝜌𝐿 + 𝜌𝑉)
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Case setup

➢ One-way coupled simulation

➢ MD runs first and data is stored in several snapshots

➢ CFD is then coupled with MD through a time-dependent boundary condition

OpenFOAM domain
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coupled boundary

➢ Coupled boundary:

➢ Data is read from the MD snapshots every 10 

timesteps

➢ Fields: momentum (𝑢, 𝑣, 𝑤), temperature (𝑇), 

liquid volume fraction (𝛼𝐿)

➢ The volume fraction can be obtained in several 

ways, e.g.:

▪ 𝛼𝐿 =
𝜌−𝜌𝑉

𝜌𝐿−𝜌𝑉
 (VOF equation)

▪ ቊ
𝛼𝐿 = 1, 𝑖𝑓 𝜌 > 0.5(𝜌𝐿 + 𝜌𝑉)
𝛼𝐿 = 0, 𝑖𝑓 𝜌 ≤ 0.5(𝜌𝐿 + 𝜌𝑉)

MD

zero-gradient
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Overview of the configuration files (1/8)

➢ Example availabe on Github 

(https://github.com/Crompulence/CPL_APP_OPENFOAM.git)
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Overview of the configuration files (2/8)

➢ pyDataView is used to load MD data 

(https://github.com/edwardsmith999/pyDataView.git)
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Overview of the configuration files (3/8)

➢ Typical folder tree structure of any OpenFOAM simulation 
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Overview of the configuration files (3/8)

➢ Typical folder tree structure of any OpenFOAM simulation

➢ Boundary conditions 

In 0.orig/U:

boundaryField

{

    CPLReceiveMD

    {

        type        fixedValue;

        value       $internalField;

    }

In 0.orig/T:

boundaryField

{

    CPLReceiveMD

    {

        type        fixedValue;

        value       $internalField;

    }

In 0.orig/alpha.liquid:

boundaryField

{

    CPLReceiveMD

    {

        type        fixedValue;

        value       $internalField;

    }
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Overview of the configuration files (4/8)

In constant/polyMesh/blockMeshDict

scale 476.22031559046;

vertices

(

    (0 0 0)

    (1.0 0 0)

    (1.0 1.0 0)

    (0 1.0 0)

    (0 0 0.02)

    (1.0 0 0.02)

    (1.0 1.0 0.02)

    (0 1.0 0.02)

);

…

boundary

(

…

    CPLReceiveMD

    {

        type patch;

        faces

       (

          (1 5 4 0)

      );

    }

➢ Mesh



In constant/transportProperties

liquid

{

    transportModel  Newtonian;

    nu              nu [ 0 2 -1 0 0 0 0 ]  1.76;

    rho             rho [ 1 -3 0 0 0 0 0 ] 0.69;

    Cp              Cp [ 0 2 -2 -1 0 0 0]  6.74;

    kappa  kappa [1 1 -3 -1 0 0 0] 4.64;

    Hf              Hf [0 2 -2 0 0 0 0]  6.54;

}

vapour

{

 …

}

PhaseChangeProperties

{

    model           hardtSimple;

    Tsat            Tsat [0 0 0 1 0 0 0]  0.92;

    R               R [0 2 -2 -1 0 0 0]  1.053;

    sigmaEvap sigmaEvap [0 0 0 0 0 0 0 ] 1.0;

    sigmaCond       sigmaCond [0 0 0 0 0 0 0 ] 1.0;

    DmDot           DmDot [0 2 0 0 0 0 0] 500.0;

}
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Overview of the configuration files (5/8)

➢ Properties

ሶ𝑚 =
2𝛾

2 − 𝛾

𝑀

2𝜋𝑅𝑔

Τ1 2
𝜌𝑣𝐻𝑓

𝑇𝑠𝑎𝑡
Τ3 2

𝑇 − 𝑇𝑠𝑎𝑡 ; 𝑅 =
𝑅𝑔

𝑀

Phase-change model*

* Ferrari, A., Magnini, M. and Thome, J.R. (2018). Numerical analysis of slug flow boiling in square microchannels. International Journal of Heat and Mass Transfer, 123, pp.928–944.
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Overview of the configuration files (6/8)

decomposeParDict

Setup for parallel 

decomposition

In system/decomposeParDict

numberOfSubdomains 2;

method          simple;

simpleCoeffs

{

    n               ( 2 1 1 );

    delta           0.001;

➢ Domain parallel decomposition



20

Overview of the configuration files (7/8)

➢ Python script to load and send MD data to OpenFOAM 

(load_and_send_MD_data.py) ➢ xyzL = Domain extension

➢ MD_COMM.Create_cart([nx, ny, nz])

𝑛𝑥, MPI subdomains along x

𝑛𝑦, MPI subdomains along y

𝑛𝑧, MPI subdomains along z

𝐿𝑥 = 476.22

𝐿𝑦 = 476.22

rank 0 rank 1
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Overview of the configuration files (8/8)

➢ Python script to load and send MD data to OpenFOAM 

(load_and_send_MD_data.py) ➢ MDrho, MDu, MDT are density, 

velocity and temperature, 

respectively, from the MD simulation.

➢ Boundary conditions are evaluated at 

the horizontal line 𝑦 = 𝑦𝑙𝑜𝑐.

➢ Data is sent to OpenFOAM through 

send_array

0, 1, 2 = (𝑢, 𝑣, 𝑤)

3 = 𝜌

4 = 𝑇

𝑥
𝑦

𝑧

𝑥

𝑦
send_array[field, :, 0, :]
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Demo
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Results (1/2)

➢ Coupled simulation: contours of density
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Results (2/2)

➢ Coupled simulation Vs MD
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Where can I find the data to reproduce the example?

➢ The MD data used in this tutorial can be copied from the shared folder: 

/work/ecseaf01/shared/MDBoilingData
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Where can I find the data to reproduce the example?

➢ The MD data used in this tutorial can be copied from the shared folder: 

/work/ecseaf01/shared/MDBoilingData

➢ If you don’t have an account on Archer2, you can still run this case using the minimal 

example (minimal_MD.py), where a uniform jet of vapor is injected at the coupled 

boundary instead of the actual MD data.  

Uniform vertical flow of 

vapor with fixed velocity

Liquid region at the 

bottom boundary

Velocity components of 

the vapor jet
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