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A review of OpenFOAM collated 
I/O performance on ARCHER
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OpenFOAM
● Open-source Field Operation and Manipulation

● Free computational fluid dynamics software

● Written in C++

● Efficiently parallelised

● Widely-used application on ARCHER
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The file problem

OpenFOAM creates one file per physical property per processor 
per timestep!!
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https://www.openfoam.com/documentation/tutorial-guide/tutorialse2.php#x6-60002.1

● Using ‘Lid-driven cavity flow’ 
example

● Dimensions changed from 
0.10x0.10x0.01m3 to 2.0x1.5x1.0 
m3

● 200 grid points per meter

● Tracks 6 physical properties

● 10 runs of 10 outputs each

● At write-precision of 6, produces 
2 GB of data

The system

https://www.openfoam.com/documentation/tutorial-guide/tutorialse2.php#x6-60002.1
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File number
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Effects on performance
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Profiling OpenFOAM
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Getting output time
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Conclusions
● At node counts N < 8 (core count < 192), both methods are similar

● At node counts N > 16 (core count < 384), file-per-process seems 
better

– But there is hidden cost of re-combining data

● Still some work to be done here

– Larger node count

– Effect of file size

– Etc.
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Thanks for your time.
Any questions?

Thanks also to:

● Juan Rodriguez-Herrera and Clair Barrass for running 
the show behind the scenes

● Adrian Jackson for putting up with my strange 
OpenFOAM questions
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