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We present a framework that couples the Code_Saturne unstructured-mesh finite volume Navier-Stokes code
to the LUMA Lattice-Boltzmann code. We show here the results of validation tests against solutions in the
literature and scaling tests on ARCHER2. The coupled code has been run on up to 512 nodes, where it shows
good weak scaling. Good strong scaling is obtained from 2 to 256 nodes. LUMA is also coupled with the
discrete element package of LAMMPS, a molecular dynamics solver. The developed coupling framework was

validated against benchmark cases and strong scaling tests were performed.

I. INTRODUCTION

In recent years, multi-scale numerical simulation has
drawn attention in computational fluid dynamics (CFD)
since multi-scale physical phenomena are widespread in
science and engineering'. Generally, different scale prob-
lems, in space and time, are described by different phys-
ical laws. Based on the continuum medium hypothesis,
traditional numerical methods, e.g. finite volume meth-
ods (FVMs), are best suited to macroscopic-scale simu-
lations, while the effect of micro scales is ignored or re-
placed by empirical equations. To go beyond this approx-
imation, micro/mesoscopic methods have been developed
over the past few decades, i.g. molecular dynamics (MD)
and lattice Boltzmann methods (LBM). However, it is of-
ten impractical to simulate the whole domain across the
scales, using these pure micro/mesoscopic methods due
to limitations of computational resource. Therefore, cou-
pling different scale methods provide the possibility for
the investigation of multi-scale problems.

Up to now, a lot of effort has been devoted to cou-
pling simulations®?, including FVM-LBM*° and LBM-
MD®%7. Mesoscopic LBM bridges the macroscopic and
microscopic simulation scales and is able to handle ar-
bitrarily geometric complexity via the ‘bounceback’ ap-
proach. Meanwhile, the macroscopic FVM is widely used
in engineering applications with the advantages of nu-
merical stability and computational efficiency. Conse-
quently, in this project, we developed two coupling mod-
els: one coupling between (i) a finite volume method
code, Code_Saturne® (version 7.0.2), and (ii) LUMA®
(version 1.7.12), a code implementing the lattice Boltz-
mann method'’, to perform 3-dimensional simulations of
fluid flows. In the second part of this project, the dis-
crete element package of the molecular dynamics code,
LAMMPS!! (version 23 November 2013) was coupled
with LUMA (version 1.7.12) for developing an efficient
platform for the direct modelling of fluid-particle sys-
tems. The discrete element method represents a granular
material as a collection of rigid bodies'? that may interact

with other particles through a contact model and/or with
the surrounding fluid. In the rest of the report, Sec. II
and Sec. III focuses on the coupling model establishment,
validation and parallel performance for LUMA coupled
to Code_Saturne and LAMMPS, respectively. Finally, a
brief conclusion and future developments are presented
in Sec. IV.

1. COUPLING BETWEEN CODE_SATURNE AND
LUMA

A two-way coupling model is established between the
finite volume and lattice Boltzmann methods imple-
mented by the Code_Saturne and LUMA codes, respec-
tively, whilst the communication between the two relies
on the Parallel Location and Exchange (PLE) library,
also distributed within Code_Saturne release. Here, we
first outline the coupling process at each time step. Next,
we describe a verification of the accuracy and reliability
of the proposed approach. Finally, we discuss the perfor-
mance and scaling of the coupling model on ARCHER2.

A. Coupling implementation

Code_Saturne will be the code driving the coupling
process, which consists of three main parts: configura-
tion, point-to-point mapping based on the PLE library
and data transfer process between Code_Saturne and
LUMA.

1) Configuration for Code_Saturne and LUMA:

e In Code_Saturne, the file setup.zml contains stan-
dard Code_Saturne parameters and the prob-
lem specification. The coupling configuration is
stored in the source file cs_user_coupling.c, and
the function cs_luma_coupling_define defines
the coupling parameters from the point of view of
Code_Saturne'®. The combination of definitions.h,



setup.zml and cs_user_coupling.c defines a coupling
case.

e From LUMA side, all settings are in the file defini-
tions.h, where L_ACTIVE_PLE activates the coupling
functionality. L_PLE_INTERFACES defines one-way
or two-way coupling, and the fields to couple are
set by pleRead and pleWrite. The coupling
interface regions are defined by the coordinates
(plePosX, plePosY, plePosZ) and the correspond-
ing size (pleSizeX, pleSizeY, pleSizeZ) in each
direction. The eCoupling boundary condition is
used on LUMA boundaries to indicate that they
should receive data from Code_Saturne.

The PLE coupling library is designed to simplify the
coupling of distributed parallel computational codes.
It provides support for synchronising parallel codes at
predefined points, enabling parallel mapping of points
to meshes, and transfer of variables using the created
mapping'?. Code_Saturne and LUMA pass the coupling
configuration to the PLE library to set up the mapping
and data transfer process.

2) Point-to-point mapping between Code_Saturne and
LUMA:

For each coupling interface, a PLE locator is cre-
ated through ple_locator_create. To configure the
PLE locator, the point-to-point mapping is established
based on the created IDs and coordinates array using
the PLE function (ple_locator_set_mesh), and both
Code_Saturne and LUMA call this function. Specifi-
cally, Code_Saturne and LUMA exchange the coupling
points and calculate the distance between the distant
and the local coupling points. If the distance of two
points is within the default tolerance, they are added
to the mapping. In addition, PLE provides a function
(ple_locator_get_n_exterior) to check if all defined
coupling points have been located; if they have not been,
the code exits with an error.

LUMA defines a class (PLEAdapter) which con-
tains variables, structures and functions to couple with
Code_Saturne. During initialisation, LUMA reads the
coupling information, i.e. coupling point coordinates
and field types. Next, the mapping of points to LUMA
cells is established via the function (pointInMesh). If
the coupling points are found in LUMA cells on the cur-
rent MPI rank, LUMA obtains the points’ IDs and global
coordinates and stores them. Meanwhile, Code_Saturne
executes similar operations after calling the function
(cs_luma_coupling_define).

To clarify the mapping process, we now give an
example. The domains used by the two codes overlap,
and the boundary of the domain of one code is used
as a coupling interface to receive data from the other
code. In Fig. 1, we show the part of the mesh near the
coupling region, with LUMA on the left in blue, and
Code_Saturne on the right in red. On the left coupling
interface (green box), LUMA extracts data and sends

it to Code_Saturne while data are sent back to LUMA
from Code_Saturne on the right coupling interface.
LUMA stores data at cell centres, while Code_Saturne
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Figure 1. Coupling mesh on LUMA and Code_Saturne side

stores both cell and face centered data, as shown in
Fig. 1. As a result, it is possible to align the interfaces
with the mesh such that the two meshes are completely
coincident on the right coupling interface, while the face
centre is located halfway between two cells of LUMA on
the left interface.

3) Data exchange between Code_Saturne and LUMA:

Following  the initialisation and  mapping,
Code_Saturne and LUMA exchange data with
each other wusing the functions receiveData()

and sendData(). Using the PLE locator, the lo-

cal code obtains the total number of coupling
points and their IDs which correspond to the
distant points ple_locator_get_n_dist_points

and ple_locator_get_dist_locations. Dur-
ing the data exchange process, Code_Saturne
sends data to LUMA through the PLE function
(ple_locator_exchange_point_var), and vice versa.
LUMA performs unit conversion between the physical
units used by Code_Saturne and the LBM units used by
LUMA.

In the aforementioned example, in the left coupling
domain as shown in Fig.1, the Code_Saturne faces lie
halfway between two LUMA cells, so LUMA employs lin-
ear interpolation to approximate data at the face posi-
tions before sending them to Code_Saturne.

Code_Saturne simulates directly the physical fields,
such as velocity and pressure, whereas LUMA simu-
lates population distribution functions. During the ex-
change of data between the two codes, the physical fields
for Code_Saturne can be uniquely determined from the
LUMA population distributions, whereas there is not a
unique way to define the population distributions for
LUMA from the physical fields in Code_Saturne. Some
schemes have been proposed, such as making use of the
equilibrium distribution'® and the use of a reconstruction
operator'%!'7. Here, we use the equilibrium distribution.



B. Validation

To validate the coupling implementation, we set up a
2-dimensional lid-driven cavity problem on a unit square
domain. Since Code_Saturne and LUMA are both 3-
dimensional codes, the 2-dimensional problem is solved
by the use of a 3-dimensional mesh with periodic bound-
ary conditions in the third direction. For technical rea-
sons, the minimum size of the domain in that direction
is set to 5 cells.
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Figure 2. 3D coupling model

Figure 2 shows the 3-dimensional geometry model
with LUMA in blue and Code_Saturne in red. While
Code_Saturne is an unstructured mesh code, we here
adopt a structured mesh with the same structure as the
LUMA mesh for simplicity.

We choose a grid spacing of dx = 1/200m to mesh
the domain of size 1 x 1 x 5dxm?3. The LUMA part
covers 0 < z < 0.6 m, while the Code_Saturne part covers
0.4m < x < 1m, leading to an overlap in the horizontal
(z) direction of size 0.2m. The Reynolds number of the
flow is chosen as 400, and a driving velocity boundary
condition on the LUMA boundary at z = 0is u, = 1m/s.
It should be noted that LUMA has two extra layers of
cells in the vertical (y) direction due to the wall boundary
condition implementation there.
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Figure 3. Velocity u, in the centre of the domain as a function
of time

Figure 3 shows the velocity wu, in the centre of the
domain as a function of time. The velocity converges

after about 25 s, and it only increases by 7.5x 1076 during
the last 5s. This accuracy is reasonable given the low
computational cost during the verification stage.
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Figure 4. Velocity field for coupled lid-driven cavity simula-
tion at Re = 400

The velocity field at ¢ = 30s is illustrated in Fig.4, in
which the fluid smoothly flows rightward from LUMA to
Code_Saturne in the top half of the domain, and leftward
from Code_Saturne to LUMA in the bottom half of the
domain.
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Figure 5. Quantitative analysis of coupling results for various
Re numbers

We have run several cases with different Reynolds num-
bers (100, 400 and 1000) to test the robustness of the
coupling model. Figure 5 quantitatively shows the ve-
locity field at different Reynolds numbers. The results
obtained from our coupled simulation match well with
the reference data'®, though there is some deviation for
Re = 1000. This is because a resolution of 200 cells is
insufficient to capture the fine flow features arising at
Re = 1000'? with the LBM scheme.

The bounceback boundary condition is an interesting
and versatile feature of LBM, which readily enables any
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Figure 6. Flow field of lid-driven cavity with media of porosity
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Figure 8. Flow field of lid-driven cavity with media of porosity
0.8

lattice point to be treated as a solid boundary. This
feature is particularly useful for complex geometry like
porous media. We have simulated two cases where porous
media is placed on the top-left of the LUMA domain,

Figure 9. Enlarged view of top-left of Fig.8 for media of poros-
ity 0.8

coupled with Code_Saturne on the right side. The porous
media domain is 0.3 x 0.3 x 0.025m?, and its porosity is
0.9 and 0.8 in the two cases. The converged velocity fields
from the two cases are shown in Figs.6 and 8, and Figs.7
and 9 shows the local flow field in porous media. it can be
observed that the complicated flows inside of the porous
structure is well simulated.

C. Performance

In order to check that good scaling is obtained on
ARCHER2, we have run both weak and strong scal-
ing tests for the 2-dimensional lid-driven cavity case
with Code_Saturne and LUMA coupled, based on the
aforementioned validation case. This is a 2-dimensional
test, but we have artificially extended the domain in the
third direction with periodic boundary conditions, be-
cause both codes are 3-dimensional codes.

The case is similar as described in the validation sec-
tion, except that the overlap is of size 0.1 m rather than
0.2m. We define the resolution N = 1/dx as the number
of cells per unit length.

In all cases, we run with 128 processes (MPI tasks) on
each 128-core node. We take 256 processes (2 nodes) as
the base case, as in the coupled case, each code runs on a
separate node. We use a pure MPI configuration, rather
than hybrid MPI/OpenMP.

To assess parallel scaling, we run the coupled code
on different numbers n of nodes and measure the speed
of the simulation. We define the speed of the sim-
ulation as the number of cell updates per unit time,
i.e. speed := Neells X Ngteps/T where T is the time taken
to simulate Ngteps timesteps on a mesh with Neeps cells.
Ideally, this quantity should scale with the number of
processes, independent of the problem size, resolution,
or timestep.

We run for 40 fixed timesteps, with dt =
0.005(100/N)? in both codes, since in the current cou-
pling implementation, the timesteps taken by the two



codes must be the same. The speed measured is the
average of the last 10 timesteps (any finalisation time
is excluded from the measurement). All output, check-
pointing and logging have been disabled during these 10
timesteps.

In the weak scaling test, we run cases with n =
2,4,8,...,512 nodes. We adjust the resolution N of each
run such that there are approximately the same num-
ber (~ 500K) of cells on each node for each value of n.
This test demonstrates how well the code scales to larger
problem sizes.
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Figure 10. Weak scaling of the coupled Code_Saturne and
LUMA codes on ARCHER2

Figure 10 shows that the performance scales slightly
less than linearly (the dashed line) with n up to 512
nodes.

For the strong scaling test, we run cases with n =
2,4,8,...,512 nodes, but in this case, we keep the res-
olution N of each run fixed, so that the same problem
with ~ 70M cells is being solved on different numbers of
nodes. This test demonstrates how much speedup can
be obtained for the same problem by running on more
nodes.

Figure 11 shows that the code scales reasonably up
to 256 nodes, but that for higher numbers of nodes, the
performance drops off. This is likely due to the high ratio
of communication to computation.

11l. COUPLING BETWEEN LUMA AND LAMMPS

We have also developed a coupling framework for the
direct modelling of fluid-particle systems, in order to
prepare for future work related to a 3-way coupling
CFD-LBM-DEM. In the developed coupling framework,
LUMA is coupled with the popular molecular dynamics
solver, LAMMPS?° which is used to update the response
of the granular phase. Then, an interface was developed
to handle the intersolver communication and model the
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Figure 11. Strong scaling of the coupled Code_Saturne and
LUMA codes on ARCHER2

interactions between fluid and particles in the LBM code.

A. Coupling framework

The developed coupling interface relies on the multi-
scale universal interface (MUI) library?! to exchange data
between the two solvers, while the immersed boundary
method (IBM)?? is used to model the fluid-particle inter-
actions. The IBM was already implemented in LUMA
but was improved to support much larger marker defor-
mations as required by the coupling framework.
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Figure 12. Overview of the exchange of data between LUMA
and LAMMPS in the developed coupling framework.

To facilitate the multiscale modelling of fluid-particle
systems, particle data must be exchanged between the
two solvers (see Fig. 12). For updating the motion of each
particle, the hydrodynamic force and torque exerted by
the fluid on the particle must be included in the particle
equations of motion. In the developed coupling frame-
work, the hydrodynamic forces and torques are computed
in LUMA and sent to LAMMPS. As LAMMPS particles
may be distributed to more than one LUMA processes,
a reconstruction process has been developed to update



the hydrodynamic force and torque exerted to each par-
ticle. For updating the fluid flow, the particles must be
projected to the LBM grid and then a fluid-particle inter-
action model is used to resolve the interactions between
particles and fluid. The default data that are required
from numerical schemes that model the fluid-particle in-
teractions within the lattice Boltzmann method are the
positions and velocities of the centre of mass of the par-
ticles and the parametres that define the particle sur-
face. For modeling the fluid-particle interactions with
the IBM, the particle orientations must also be included
in the list of particle data that are sent to LUMA. The
particle orientations are used to update the marker posi-
tion with respect to the fixed LBM grid. In the developed
coupling framework, quaternions are used instead of Eu-
ler angles to update the particle orientation as the former
are singularity-free parametres.

The data exchange between the solvers relies on the
definition of send/receive regions as intersolver commu-
nications to take place only between processes with over-
lapping regions. In LUMA, the send/receive region as-
signed to each process is predefined as the part of the
computational grid assigned to the given process. This
region is expanded by the maximum particle diametre to
ensure the correct particle projection in the LBM grid. In
LAMMPS, the send/receive region is defined as the part
of the simulation domain assigned to each process at the
current step. This allows the coupling to be used with
evolving boundaries and dynamic domain decomposition
in LAMMPS.

For extending the LUMA IBM to large deformations,
we followed the principle that a given particle is owned
by multiple LUMA processes while the markers of each
particle are owned by the LUMA process on which they
are projected. A build-update policy was introduced to
compute the kernel functions of the markers owned by
the given process. By exploiting the Lagrangian nature
of the IBM, a new support and marker communication
list is built if a single marker enters the computational
cell of a different grid node. Marker communication lists
are built only for markers of particles that intersect the
boundary marker zone which has a thickness of 2Ax.

B. Validation cases

To validate the developed coupling framework, we con-
sider the sedimentation of (I) a single particle and (II)
two particles in a 2-dimensional box.

Case I: Sedimentation of a single particle

The sedimentation of a circular disk of diameter D =
0.025 m under the action of gravity g = 9.806 In/s2 in a
box of 0.02m x 0.06 m is used to validate the developed
coupling framework. The disk has a density of p; =
1250kg/m® and is initially located at (0.01m,0.04m).

The fluid density, p, and the kinematic viscosity are
1000kg/m® and 107> m?2/s, respectively. The bounce-
back scheme is used to enforce no-slip condition at the
walls of the container. Particle-wall interactions are mod-
elled with the linear contact model and the friction co-
efficient is set to 0.5. A grid with a particle distribution
ratio, D/Axz, of 40 was used.
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Figure 13. Time histories of vertical velocities for sedimenta-
tion of a single particle

The evolution of the vertical particle velocity is pre-
sented in Fig. 13. The predictions of the developed cou-
pling framework agree quite well with the finite-element
simulations of Wan and Turek?®. As the particle ap-
proaches the base of the container, the two methods di-
verge as different interaction models were used to model
the particle-wall interactions in the two studies.

Case Il: Sedimentation of two particles

In the second case, we consider the sedimentation of
two circular particles in a two dimensional box as shown
in Fig. 14. Two cylinders of diameter D = 0.002m and
density ps = 1010kg/m? are positioned in a box 0.02m
wide and 0.08 m high and fall under the action of gravity
g = 9.8m/s?. The particles are initially at rest at the lo-
cation (0.00999 m, 0.072m) and (0.01 m, 0.068 m), respec-
tively. The density and fluid viscosity are 1000kg/m3
and 10~*kg/(m-s), respectively. A uniform grid of
D/Ax = 40 is used to mesh the fluid domain. The
boundary conditions and contact model are the same as
for Case I. The stiffness of the normal and tangential
spring are set to 280000 N /m while the friction coefficient
is set to 0.4.

The time histories of the vertical velocities are pre-
sented in Fig. 15. For comparison purposes, the results
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Figure 14. Fluid velocities and particle positions for two par-
ticles settling in a two dimensional channel at (a) t = 0.97s,
(b) t =2.86s, (c) t = 3.8s and (d) t = 5.2s.

of Feng and Michaelides?* are also included in the figure.
The predictions of the developed coupling framework
agree quite well with the results of Feng and Michaelides.
Small differences in the results are attributed to the dif-
ferent interaction models that are used to model the
particle-particle interactions in the two studies.
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Figure 15. Time histories of vertical velocities for sedimenta-
tion of two cylindrical particles

C. Parallel performance

The performance of the developed coupling framework
was assessed by conducting strong scaling tests. A pre-

liminary analysis indicated that at least 95% of the com-
putational time of the LAMMPS solver was spent on the
coupling interface. Hence, the critical part of the devel-
oped coupling framework is the performance of LUMA
in conjunction with the employed fluid-particle interac-
tion scheme and the intersolver communications. We also
considered the parallel performance of LUMA and of the
DEM-LBM initialisation stage of the coupled framework,
as they constitute upper bounds on the performance of
the framework. In the LBM-DEM, initialization stage,
the particles are considered to be fixed in space.

For the strong scaling test, we considered the migra-
tion of 100,000 cylindrical particles of diameter D in a 2-
dimensional channel with a length of 4, 572D and a height
of 93.02D. The fluid density and kinematic viscosity are
equal to pg and 0.001c¢s D, respectively. A Poiseuille ve-
locity profile with a maximum velocity of u,, = 0.001c¢,
was prescribed at the inlet, where c¢; denotes the lat-
tice sound speed. A uniform grid of 196,608 x 4,000
grid nodes was used to mesh the simulation domain.
The density of each particle was 2.6p. Particle-particle
and particle-wall interactions were modelled with a linear
contact model with a normal and tangential stiffness of
0.1F, where E is the modulus of elasticity, and a friction
coefficient of 0.4.

The parallel performance of the developed coupling
framework is analysed based on the speed-up ratio de-
fined as the ratio of the computational time taken by 1
node per solver to perform 500 steps to the time taken
by p nodes per solver to perform the same computa-
tional task. Unfortunately, issues related to the fabric
of ARCHER2 prevented us from running the developed
coupling framework on more than 64 ranks per solver.
Thus, we present only the results of the scaling for the
pure LUMA and the LBM-DEM initialisation stage in
Fig. 16. Both LUMA and the initialisation stage of the
coupling framework scale well up to 4096 MPI tasks per
solver, with the scaling of the LBM-DEM initialisation
found to be slightly worse than that of LUMA. The drop
in performance is attributed to minor load imbalances.
From our previous work on volumetric coupling between
LBM and DEM codes, we are expecting that the devel-
oped coupling framework will scale well up to 8 nodes
per solver.

IV. CONCLUSIONS AND FUTURE WORK

To prepare for simulations of multi-scale problems, this
project has developed coupling 2 frameworks between
the macroscopic finite volume method and the meso-
scopic lattice Boltzmann method first, and the meso-
scopic lattice Boltzmann method and the microscopic
molecular dynamics method, which are implemented us-
ing the Code_Saturne, LUMA and LAMMPS solvers, re-
spectively. For each coupling framework, we have pre-
sented the coupling methodology, model verification and
parallel performance analysis. In both cases, the coupling
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Figure 16. Parallel performance of the LBM-DEM coupling
framework; strong scaling test

results are consistent with previous studies and expecta-
tions for parallel calculations. This work lays a solid
foundation for later multi-scale simulations for engineer-
ing applications.

Based on the present work, some optimisations will be
performed in the near future: 1) a different time step
coupling scheme will be studied to fully take advantage
of the implicit method in Code_Saturne; 2) complicated
coupling interfaces will be tested, such as having mul-
tiple LUMA domains entirely inside the Code_Saturne
domain; and 3) for application to real-world engineer-
ing problems, the scaling tests will be repeated on
larger numbers of nodes. The coupling of LUMA with
LAMMPS must be extended to three-dimensional non-
spherical particles for having an efficient platform for
modeling industrial scale fluid-particle systems.
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